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ABSTRACT

A data sampling circuit and method is provided ftr a burst mode communication s' stem. The circuit
is an entirely digital circuit for reliably samplint, ',ming stream of data to automatically adjust to
variations in data stream clock rates and phase va . the incoming data. The circuit includes a delay
line with a plurality of serially coupled taps. each tap +irg a variable delay. One aspect of the invention
includes increasing the delay time until the delay line capr,-cs it least une. but preferably two, full data
cells of the incoming data stream (i.e.. signal levels over at least one full clock period. defined by two tran-
sitions of the data stream), thereby aligning the receiving cixcuit with the frequency of the data stream
clock. A second aspect of the invention includes outputting data fror:. a tap that is selected to be midway
between two regions of transitions of the incoming data stream. ther,!!Py aligning the receiving circuit with
the phase of the data stream clock. The invention can. in alternative embojiinents. t.-ck changes in the
input data stream's phase/frequency. This involves updating the amount of deliy in eacti tap of the delay
line as well as picking the output of the appropriate tap to be used as the sampled data ,tream in response
to changes in the input signal as well as changes in propagation delays of the circuits used to implement the
delay line, resulting from temperature and voltage variations.
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PREFACE

This document describes an invention and its various embodiments that samples an incoming serial
data stream. Throughout this document the invention is referred to as the Data Sampling Circuit (DSC).

Several items in the text are followed immediately by a numeral. These numerals refer to numbers
assigned in the corresponding figures cited in the text. This practice is common in patent applications,
which this document was derived from.
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1. INTRODUCTION

This invention was originally conceived to implement the bit-serial communication links intercon-
necting the individual processing nodes within the Enhanced Data Stream Array Processor (EDSAP). The
EDSAP was intended to be a scalable multiprocessor system composed of multiple processing nodes.
which were not necessarily identical. The EDSAP has not yet been built and it is unlikely that it will be.
For an overview of the EDSAP, see Rocco, Linton, and Noonan[ 11.

In a computer system having multiple processors connected by a network of point-to-point bit-serial
links, the point-to-point links may operate in burst mode-e.g., to save power. In this case, idle symbols
are not transmitted as filler when there is no useful data to be transmitted. Accordingly, at the beginning of
each newly received burst, a receiver must establish a correct phase relationship between the data stream
and the receiver clock, i.e., the receiver must sample the incoming data stream at the frequency of the
incoming data and within a defined range of phase to avoid an unacceptable error rate. The general
approach to achieving proper phasing for sampling in the prior task is to create an internal reference clock
within the receiver, synchronized to the frequency and phase of the incoming data. The process of synchro-
nizing an internal reference clock with an incoming data stream is known as "clock recovery."

A conventional clock recovery method involves the use of a phase-locked loop (PLL). The PLL is
essentially a phase detector and an oscillator in a feedback loop configuration. The phase detector com-
pares the input signal (data) to the output of the oscillator and generates a control signal that varies with the
phase difference. The phase of the oscillator's output is controlled by the output of the phase detector. The
phase comparison and output phase adjustment process drives the oscillator's output to match (lock) to the
phase of the input signal (data).

Until recently, PLL circuits have been implemented with analog technology. Implementing an ana-
log PLL on an otherwise digital circuit presents several disadvantages. Early digital clock recovery circuits
(sometimes called digital phase-locked loops) operate at frequencies much higher than the "recovered"
clock--in fact, typically one to two orders of magnitude higher. These circuits severely limit the communi-
cation performance available from any given semiconductor technology. In the 1980s, digital clock recov-
ery circuits operating at the same frequency as the recovered clock began to appear.

Previous PLLs (both digital and analog) that the author is familiar with in one form or another inte-
grate phase differences between the current clock and the ideal clock, then provide a correction to move
the phase of the actual clock closer to the ideal clock. Instead of responding to the average phase differ-
ence, embodiments of the subject invention -hereafter referred to as Data Sampling Circuit (DSC)-
respond to peak variations in the phase of the incoming data. Because of this, the DSC can recover data
much better than current methods from data streams where the distribution of the phase deviations is not
"nice," e.g., a Gaussian or uniform distribution. U.S. patents 4 789 996, 4 819 251, and 5 040 193 [3,4,51
give examples of recent digital PLLs along with some of the background cited here.

The DSC provides an all-digital data sampling circuit and related sampling method for a burst mode
data communication system, using a digital delay line to capture a portion of the data stream. The delay
line includes a fixed number of taps, each tap providing a variable delay time. One aspect of the DSC



involves progressively increasing the total delay time of all delay elements until the delay line captures at
least one, but preferably twe, full data cells of the incoming data stream (i.e., signal levels over at least two
full clock periods, defined by transitions of the data stream), thereby adjusting the length of the delays used
in the receiving circuit to coincide with the frequency of the data stream clock. In this document a data cell
is defined as a portion of the incoming signal that is bounded by regions where a transition may occur. For
example: with 4/5 bit encoding, tour bits of data are encoded into five data cells: with Manchester encod-
ing, one bit of data is encoded into two data cells. A second aspect of the invention includes outputting data
from a tap that is selected to be midway between groups of taps in the delay line where transitions occur,
thereby aligning the data sampling circuit with the phase of the data and indirectly with the phase of the
data stream's clock. This process can be thought of as acquiring the input data stream. A third aspect of the
DSC is the ability to track changes in the input data stream's phase/frequency.

The DSC is intended to be used, for example, in a massively parallel processor or data network, each
with a globally distributed clock. In this situation, the DSC first acquires and then tracks the input signal.
Updates to the tap picked as the sampling point are made just after the end of a frame of data. in such a way
that no data is lost. The DSC is further intended to be used in point-to-point links where the sender sends
bursts of data, each with approximately the same phase as the previous one. An embodiment of the DSC
takes advantage of this by "remembering" the phase from the previous burst, using the same tap selection
for the next burst. This permits the use of very short preambles (data at the beginning of a frame provided
for synchronization only; it does not contain information that is actually being used).

The DSC has also been shown to work well in systems where a clock is not globally distributed.
Some possible variations to the DSC will be discussed in the remainder of this report.
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2. DETAILED DESCRIPTION

The DSC provides a method, and an all-digital circuit for practicing the method, to reliably sample
an incoming stream of digital data. It automatically adjusts to variations of data stream clock rates and
phase variations in the incoming data. Key portions of the circuit of the present invention operate at the
same clock rate as the clock rate of the incoming data, so it does not impose design constraints that limit
the performance of the system as a whole. The circuit initializes the link by providing frequency and phase
synchronization on power-up and maintains synchronization once initial synchronization has been accom-
plished.

In the DSC, the data stream clock is assumed to accompany the data. Although the phase of the clock
with respect to the data does not need to be controlled, it is assumed that one cycle of the data stream clock
equals one data cell of the incoming data. Three ways the clock might be distributed are:

I. By globally c .:ibuting the data clock to all devices that are receiving data. Note that if the same
device is receiving multiple data streams, it still only requires one clock (assuming that all the
data streams are at the same data rate).

2. By adding a third, one-way link for the clock when using a bidirectional point-to-point link. It
does not matter which station originates the clock so long as both stations are using the same
clock. The DSC makes it unnecessary to control the phase of the clock so long as the phase does
not change rapidly.

3. By providing oscillators to both the sender and receiver that are approximately at the same fre-
quency and using them to clock the data.

An important concept of the DSC is to "capture" at least one full data cell of the transmitted data
stream within a tapped delay line. In a described embodiment, the number of taps is fixed. Compensating
for frequency differences involves adjusting the tap delays until at least one, but preferably two, data cells
are contained within the delay line. This process of adjusting for the incoming frequency also adjusts for
variations in the propagation delays of the delay elements used, fabrication variation, and temperature and
supply voltage changes as well as variation in the data rate of the incoming data stream. Compensating for
phase differences involves detecting regions in the delay line where the inter-data-cell transitions are
occurring and selecting the output of a tap that is approximately midway between two regions of transi-
tions; this allows the incoming stream to be sampled at approximately the midpoint of each of the incom-
ing data cells.

In a local area network or within a multiprocessor system, where the same clock is globally distrib-
uted and the communication links are all point-to-point links, the phase of the data with respect to the
clock will, generally, not change very much from one burst to the next. An embodiment of the DSC takes
advantage of this by remembering the phase from the previous burst and using it for the next. This permits
the use of very short preambles. A unique feature of the DSC is that it remembers phase information from
one burst to the next.
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Instead of responding to the average phase difference, embodiments of the DSC respond to peak
variations in the phase of the incoming data. Because of this. the DSC recovers data well from data streams
where the distribution of the phase deviations (jitter) is not "nice," e.g.. a Gaussian or uniform distributiun

Figure I shows an overall biock diagram of a exemplary data sampling circuit according to the DSC.
Figure I shows a digital delay line 25, an array of data sampling D flip-flops 27, a data selection multi-
plexer 23, and control logic circuit 24. In a typical embodiment, the delay line 25 has, for example, 24 pro-
grammable delays 2 50 ... 2 5 N-1 (where N = 24 in this example). The received data stream enters the delay
line on line 10. The length of the delay for the programmable delays is set by the contrcl signal on control
line 26. In an exemplary embodiment, tap control line 26 carries I I bits of data to pick one of I I possible
delay settings. In the illustrated embodiment of the DSC, the same delay value is set in each of the N taps.
The output of eacl of the piogrammable delays 2 5 k-I (where k = I ... N) is sampled by its corresponding D
flip-flop 2 7k (there is also a D flip-flop 270, which samples the input to 250): these D flip-flops 27i (where i
= 0 ... N) are clocked by the data clock supplied on line !1. The output of every D flip-flop 27i is carried on
corresponding lines 28i to both the logic control circuit 24 and the multiplexer 23.

Notice that in the embodiment shown in Figure 1, the programmable delays 2 5kI each invert the
data stream as it propagates through them; any effects due to asymmetry between rising and tailing signals
being propagated by the circuits used to create the programmable delays will not be additive as the data
propagates through the delay line. Compensation for this inversion is provided by having every other D
flip-flop 27i provide an inverted output.

Figure 2 shows a diagram of the logic used for the programmable delays 2 5 k-1 in an embodiment of
the DSC. Table I gives typical propagation delays for each of the circuit elements used in the programma-
ble delay shown in Figure 2. In a typical integrated circuit process in which the illustrated embodiment
might be fabricated, the minimum delay might be as little as .65 of the typical and the maximum delay
might be as much as 1.8 of the typical due to variations in process, temperature, and power supply voltage.
Line 30 is the input to the delay and line 35 is the output. The delay is programmed by having a single one
of the eleven delay enable lines 26 [i.e., DE(10:0)I trae (i.e., equal to logical one). If the minimum delay is
desired, DE(O) is made a one. If the maximum delay is desired, DE(10) is made a one. Table 2 gives the
typical delays that are achieved by this embodiment.

Figure 3 shows a block diagram for an exemplary implementation of the control logic circuit 24. In
the illustrated embodiment, the control logic circuit includes an array of XOR gates 41, an array of type JK
flip-flops 43 and an array of D flip-flops 46 feeding a state machine 47. The JK flip-flops 43 are clocked by
the data stream clock 11. The XOR gates 410 through 4 1N-1 output a one when there is a transition
between consecutive data cells containing different values in the programmable delay (at the time the D
flip-flops 270 through 2 7N were clocked) whose input and output are being compared by the XOR gate.
The output of this XOR gate then goes to a corresponding J input of the corresponding gate of JK flip-flops
430 through 4 3N-1. These JK flip-flops are used as transition flags. If there was a transition present in the
corresponding programmable delay 250 through 25 N-1 (see Figure 1), the JK flip-flop (transition flag)
becomes set. Once set, it will stay set until cleared by the state machine 47 (Figure 3) using the signal on
line 48. For example, if there is a transition in programmable delay 2 50 at the time the D flip-flops 270
through 27 N are clocked, transition flag flip-flop TFO (430, Figure 3) will become set. The output of the JK
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flip-flops 430 through 4 3 N-I feed an array of D flip-flops 46() through 4 6 N-1. These D flip-flops sample the
output of the JK flip-flops at the clock rate of the state machine 47. In the illustrated embodiment, the state
machine is clocked at one-tenth the rate that the data is clocked. The divider 44 divides the data stream
clock on line II by a factor of ten, creating the cloc, for the state machine, signal 45.

In Figure 1, the output of each of the programmable delays 25 k-1 is sampled by its corresponding D
flip-flop 2 7 k-_ to produce an output that is fed simultaneously to the control logic circuit 24 and the multi-
plexer 23. In the first mode of operation, the control logic circuit increases the programmable delay values
via line 26 until at least one (preferably two) data cells are in the delay line and then picks which program-
mable delay output should be used as the sampled data stream. This mode of operation is active during
power-up initialization and also during fault recovery when necessary---for example, if the transmission
medium was unavailable too long for the second mode of operation to track the variation in either fre-
qý_ency or the change in propagation delay of the circuits within the data sampling circuit. The second
mode of operation tracks changes in the phase of the incoming data and also the variation in either fre-
quency or the change in propagation delay of the circuits within the data sampling circuit. The first mode
can be thought of as acquiring the incoming signal and the second mode can be thought of as tracking the
incoming signal.
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TABLE 1

Typical Propagation Delay for Circuit Elements Used in Programmable Delay

Circuit # Delay (no) Description

31 31 2-input AND gate

32, 12 inverter

33, .32 gate ORing the AND of two inputs with a third input

340 .40 t gate ORing the AND of two inputs with a third input, with the
output inverted

"i" is simply used as a general place holder for a subscript.

t Includes .2 ns of delay to account for capacitive loading.

TABLE 2
Typical Delays for Programmable Delays Used in the Illustrated Embodiment

N DE(1O:O) Delay In ns Frequency

Total Change N / (N-i) N / (N+1) (MHz)

0 000 0000 0001 0.40 .40 0.56 250.0
1 000 0000 0010 0.72 .32 1.80 0.69 138.9
2 000 0000 0100 1.04 .32 1.44 0.76 96.2

3 000 0000 1000 1.36 .32 1.31 0.81 73.5
4 000 0001 0000 1.68 .32 1.24 0.84 59.5

5 000 0010 0000 2.00 .32 1.19 0.86 50.0

6 000 0100 0000 2.32 .32 1.16 0.88 43.1
7 000 1000 0000 2.64 .32 1.14 0.89 37.9

8 001 0000 0000 2.96 .32 1.12 0.84 33.8
9 010 0000 0000 3.52 .56 1.19 0.86 28.4
10 100 0000 0000 4.07 .57 1.16 24.6

* The data clock frequency that will cause baud times, within the delay line, to be 10 taps in

length-- 1/(10 X delay).
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2.1 ENCOI)ING AND PROTOCOL USED BY THE ILLUSTRATED EMBODIMENT

Tables 3 and 4 give some of the registers associated with the receiving and transmission of data.
TCERRCNT, TOK. RTAPDLY. RTAPSAM, RINCPD, RDECPD. RDCLEN, RACN'i. RATF, RCER-
RCNT, and ROK are generally updated by the state machine 47 (Figure 3) and are not generally written to
directly. The other registers are options that affect the behavior of the illustrated embodiment. Their behav-
ior will be discussed.

The illustrated embodiment uses the same encoding scheme as FDDI (fiber distributed data interface
1), which is 4/5 bit encoding so that a byte of eight bits of data is encoded into 10 data cells for transmis-

sion. As with FDDI. the ten data cells are further encoded into NRZI (Non-Return-to-Zero, Invert-on-ones)
format.

In such an embodiment, the data being transmitted over the communication channel is formatted in
frames as shown in Figure 4 and Figure 5. Referring to Figure 4. a general communication frame consists
of %even fields: a preamble (PRE). a starting frame delimiter (SFD), a header (HIDR). an address (ADR), a
descriptor (DES). a data field (DATA) and a frame check sequence (FCS). The number of bytes in each
field are: PRE. variable, SFD. I HDR. 6: ADR, 2 to 130: DES. 2; DATA. 0 to FrameLengthm,, -
length-ofADRfield - 13; FCS, 4. The preamble is the first field to be transmitted, followed by the SFD
and continuing from left to right, as shown in Figure 4. until the FCS is transmitted. The most significant
byte within a field is transmitted first, with the most significant bit within each byte transmitted first.

Figure 5 shows the ACK frame format. The header of both the ACK and general format frames
include a two-bit field, called ACKOP. which can have any of the following values: 0 = NOP (no-opera-
tion). I = ACK (positive acknowledgment), 2 = NAK (negative acknowledgment), 3 = UPD (the first
frame of an update programmable delays frame sequence). There is also a bit in the header of both frame
types that is a copy of the transmitting end's ROK bit. If the ROK bit is on, it indicates that the local end of
the link is receiving properly.

The length of the preamble is variable. It should be set to at least two bytes-four symbols where
each symbol is composed on five data cells. These two bytes will give a time during which the multiplexer
23 can be switched without lost of actual data; the time provided by these bytes is only used for switching
the multiplexer when frames are back-to-back. The SFD symbols are used to establish byte synchroniza-
tion. The number of bytes for the preamble is set by the variable TPRELEN (Table 3) so that it can be
made higher for some transmission media. For example, some fiber-optic systems may require several
bytes before they will properly transmit data.

10



TABLE 3
Transmit Status/Control Registers in the Illustrated Embodiment

Mnemonic # Bits Description

TXIDLE 1 Transmit idle symbols when the link is idle

TPRELEN 4 Length of preamble in bytes, default is 2

TUPCNT 8 Number of frames transmitted as part of an "update programmable delays
frame sequence"

TLTO 8 Transmit link time out--if do not receive a frame within this interval, turn off
TOK

TlTO, 8 Transmit time out--if do not receive an ACK or NAK within this interval, con-
sider it a time out

TCERRCOK 8 Number of consecutive NAKs/TOs before TOK cleared

TKAINTV 8 Interval between sending keep-alive frames
TAQINTV" 8 Interval between bursts of frames sent to facilitate reacquisition
TAQLEN 8 Duration of burst of frames sent to facilitate reacquisition

TCERRCNTt 1 Number of consecutive transmit errors that have occurred
TOKt 1 Transmit link OK

"Time interval is equal to 163,840 cycles of the data clock 11 multiplied by the number specified.

t This register is written to by the state machine.

11



TABLE 4

Receive Status/Control Registers in the Illustrated Embodiment

Mnemonic # Bits Description

RADCNT 8 Accumulate done count--number of bytes to accumulate over to-find regions
of transitions

RADCNTCD 8 Same as RADCNT except used for first accumulation after changing
RTAPDLY

RWUPD 1 Wait for "update programmable delays" frame before updating the program-
mable delays

RCERRCOK 8 Number of consecutive RCV errors before clear ROK
RTO 8 RCV time out--if no frames for this interval clear ROK

RTAPDLY t  4 Delay setting for each tap of delay line
RTAPSAMt 5 Tap of delay line being sampled by multiplexer 23

RINCPDt 1 Flag that indicates increment the programmable delays

RDECPDt 1 Flag that indicates decrement the programmable delays
RDCLENt 5 Length of data cell in terms of delay line taps

RACNTt 8 Number of bytes have accumulated over

RATFt 24 Accumulate transition flags register

RCERRCNTt 8 Number of consecutive RCV errors that have occurred

ROKt 1 Receive link OK
* Time interval is equal to 163,840 cycles of the data clock 11 multiplied by the number specified.

t This register is written to by the state machine.

12
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Figure 5. Acknowledge frame format.
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22 ACQUIRING THE PHASE t ND FREQUENCY OF THE INCOMING SIGNAL

Figure 6 shows how an incoming waveform might be in the tapped delay line. In this example thle
programmable delays are set to 2 (using. for example 1.04 ns per tap). The actual waveform 64 shows the
resulting reception of a large number of data cells. The transition region between cells represents the range
of a substantially random distribution of real transition occurrences about an expected transition occur-
rence position. In a pertec! transmission system, transitions, when they appear. would always appear at an
expected time and would therefore occupy an expected position in the delay line, as shown in the wave-
form 62. However, in any practical system. the expected position and the "'region of transitions" represent
a range of positions for what would ideally be a single position defining the best position of a single tap.
The transition flags that would become set in response to these regions of transitions are shown as the flags
61.

Figure 7 gives the process executed by the state machine during its acquisition mode, which is used
during initialization and fault recovery. Steps 200 through 30X0 adjust for the frequency of the incoming
data stream and the propagation delay of the circuit elements used to implement the data delay line 25
(Figure 1). The state machine starts with the programmable delays set to their minimum values and incre-
ments them up until at least two full data cells are in the delay line (RDCLEN less than or equal to 12).
Incrementing, as opposed to a binary search, minimizes the possibility of aliasing the data (a condition that
occurs when multiple transitions occur within one programmable delay). Figure 8 shows which transition
flags become set for different settings of the programmable delays 25% through 2 5N-1 (Figure 1). This fig-
ure will be discussed in more detail.

Steps 210 through 280 (Figure 7) find out how many programmable delays of the tapped delay line
25 (Figure 1) a data cell occupies. To do this, step 220 "accumulates" data over many incoming data cells.
Due to noise, intersymbol interference, and other effects, the transitions between one data cell and the next
will not always happen at the same locations in the tapped delay line 25 (Figure 1). By accumulating over
many incoming data cells, regions where transitions are occurring are found. This accumulation takes
place in the transition flags TFO through TF(N-l) (430 through 4 3N-i, Figure 3). The number of incoming
data cells that should be accumulated varies with the nature of the communication channel being used. In
the illustrated embodiment, the number of byte times of the accumulation interval is programmed using the
register RADCNTCD (receive accumulate done count after changing delays).

In this embodiment, idle symbols may or may not be transmitted when the link is idle, depending on
the transmission medium. If idle symbols are transmitted between frames, they, as well as any frames
received, are used for finding the transition regions. If idle symbols are not transmitted between frames, the
first TPRELEN (Table 3) byte times worth of data are not used for accumulation of regions of transitions;
ignoring the first TPRELEN bytes allows the channel and receiver to reach equilibrium after a period of
receiving nothing.

Once the accumulation is finished, step 230 (Figure 7) copies the transition flags 430 through 4 3 N-i
(Figure 3) into the internal register RATF (accumulate transition flags) of state machine 47. It is possible
that a few transition flags will not be set within a transition region; steps 240 and 250 take care of this
problem. Step 240 finds the largest region of zeros (region with no transitions); step 250 then deletes any
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regions of zeros that are too small, making them part of a region of ones (a region where transitions are
occurring). In an embodiment described here, this is done in accordance with Table 5.

Steps 260, 270, and 280 (Figure 7) find the length of a data cell in terms of the number of program-
mable delays occupied by a data cell. This is done by measuring the distance between the centers of
regions where the transition flags are zeros (not set) or regions where they are ones (set). The first full
region (a region not cut off by the end of the delay line) of either zeros or ones is used in making this mea-
surement. It is assumed that the first region is cut off, making the second region the first full one, so the dis-
tance between the second ard fourth regions is measured. The resulting measurement is put into the
register RDCLEN (data cell length), which is a register internal to the state machine 47 that holds the value
of a parameter named RDCLEN. If there are not two regions of the type being measured, it is assumed that
the programmable delays 250 through 2 5 N-! (Figure 1) are currently too short and RDCLEN is set to 24 so
that steps 290 and 300 will increase the delay of the programmable delays.

Step 290 looks at RDCLEN (i.e., the parameter value). If RDCLEN is 12 or less, the goal of having
at least two full data cells in the delay line 25 has been accomplished and the state machine goes on to step
310. Otherwise, the settings for the programmable delays are increased by one-assuming they can be-
and the state machine goes back to step 300 followed by step 210. If the programmable delays are already
at their maximum, the state machine goes on to step 310 regardless of the value of RDCLEN.

Step 310 (Figure 7) selects the programmable delay's output (i.e., the tap) that corresponds to the
center of the largest region of zeros (i.e., region with no transitions) to be used as the sampled data stream.
This is done by setting the value of the state machine's internal receive tap sample register RTAPSAM
(Table 4), which in turn causes multiplexer select lines 29 (Figure 1 and Figure 3) to choose the appropri-
ate D flip-flop output 27i for output from the multiplexer 23.

With the completion of step 310, the process has now been completed and the state machine begins
execution of the process shown in Figure 11, Figure 12, and Figure 13 to track changes in the frequency or
phase of the incoming signal as well as any changes in the propagation delay of circuit elements used to
make up the programmable delays 250 through 25 N-1 (Figure 1). The process of tracking the incoming sig-
nal will be discussed in Section 2.4.

Figure 8 gives an example of the process of initially setting the programmable delays (Figure 7 and
Table 5). In this example, it is assumed that the data stream clock rate is 100 MHz and that the propagation
delay of the circuit elements used to make up the programmable delays are their typical values as given in
Table I. Table 2 gives the propagation delay of each programmable delay as a function of the setting of the
programmable delays. The process of finding the proper setting for the programmable delays is as follows:

I. The state machine starts off with the programmable delays set to their shortest setting. This gives
each of them a known delay of, for example, .4 ns. With a data stream clock of 100 MHz, a sin-
gle data cell is 10 ns in duration. With the programmable delays set at 0 (.4 ns), a data cell will
be 25 taps of the delay line 25 in length. This is too long to be measured by the tapped delay line
as shown by the transition flags 71 (Figure 8). The state machine will increase by one the setting
of the programmable delays.
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2. With the programmable delays set to one. which corresponds to .72 ns per tap. 72 shows the cen-
ters of the regions of ones at 4.5 and 18.5- 18.5 - 4.5 = 14, indicating that a data cell is 14 taps
long. Because this is greater than 12, Steps 290 and 3M0 (Figure 7) of the state machine will
increase the setting of the programmable delays by one.

3. With the programmable delays equal to two, which corresponds to 1.04 ns per tap, a data cell
will be 13 - 3.5 = 9.5 taps long, as shown by 73. This is less than or equal to 12. so the state
machine will leave the programmable delays set to two.

4. The output 288 is at the center of the largest region of zeros, so the state machine will use the
multiplexer 23 to select it as the one to sample for the data stream output.

5. The state machine has now completed acquisition, so it is switched to the tracking mode.

TRANSITION FLAG 0 1 2: 3 4 5 6 7 8 9 :1011:12'13'14.15'16'17:18'19.20'21'22.23
61

PROG. DELAY = 2 0 11111110 00011111:110O01:10 1
. .. . . . . . . .. . . 6 2

IDEAL WAVEFORM " ..

ACTUAL WAVEFORM 
6 il,/ */ !*;, ,t ,,

(A FEW DATA CELLS)
_ _ _ __, ,_ _ = , , , , , , 64

ACTUAL WAVEFORM-'- .. . X.~ .............. 6
(MANY DATA CELLS)

REGION BETWEEN DATA CELLS
WHERE INPUT WAVEFORM IS7
TRANSITIONING

Figure 6. Relationship between transition flags and received waveform.
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Figure 7. Process used during the acquisition phase.
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TRANSITION FLAG 0 1 2" 3 4 '5 6 7 '8 9 10111'12:13114115'16:17:18:19'20'21 22'23
PROG. DELAY = 0 0: 0:0:,1 11, 11 1 1 11:111 1 1 0:0:0:0:0:0:0:0 7

PROG. DELAY = 1 0: 11,1:1:1 1,:1:,,1:0:,0:0:0:00:1:1:1:1:1:11:1:,0 j 7 2

P R O G . D E L A Y = 2 0 : 1 " 1 " 1 " 1 " 1 " 1 " 0 : 0 :" 0 : 0 1 ;1 , 1 ', 1 1 '0 ',0 ,0 0 ',1 1 ',1 ',1 . -7 3

WAVEFORM
(PROG. DELAY = 2)

REGION BETWEEN DATA CELLS /
WHERE INPUT WAVEFORM IS
TRANSITIONING

Figure 8. Change in transition flags as programmable delays are changed.

TABLE 5
Deletion of Small Regions of Zeros for the Illustrated Embodiment

Size of largest Delete regions of
region of zeros zeros this size or

smaller

2

3 1

4 1

5 2

6 2

7 3

8 3

9 4

10 4

11 5

12 5

13 6

14 6

15 7

16 7
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2.3 GUARANTEEING ENOUGH FRAMES FOR ACQUISITION AND TRACKING

When idle symbols are not transmitted between frames, it is important to ensure sufficient incoming
frames to acquire the signal in a timely manner during initialization and fault recovery. It is also important
to have enough frames across the link to be able to track any changes, as will be discussed later. Figure 9
and Figure 10 give flow diagrams for the processes in the illustrated embodiment, which keep track of link
status •nd make sure that the required minimum levels of traffic are present. Figure 9 is the process associ-
ated with transmission and Figure 10 is the process associated with the reception of frames. Although these
figures show some of the logic involved in sending and receiving data frames (frames that are doing more
that just link house keeping), they do not attempt to show all the logic that would be used for flow control
and the retransmission of frames in response to transmission errors. They also do not include the logic
associated with the transmission and reception of an "update programmable delays frame sequence,"
which will be discussed later.

When the system is first powered-up or recovering from a fault, steps 610, 620, 630, 640, 650, 660,
and 710 (Figure 9) keep transmitting bursts of frames. These are frames of the ACK frame format
(Figure 5) with their 2-bit ACKOP field set to zero, indicating an NOP (no-operation). The bursts will con-
tinue to be sent until TOK comes on, indicating that the link is up (the link has to be up in both directions
for TOK to come on). While the remote end is going through the acquisition process described earlier, it is
best to transmit frames continuously. The length of the burst is determined by TAQLEN. The length is cho-
sen such that under normal conditions the link will come up well before the burst has gone on for
TAQLEN. Once TOK comes on the burst will be aborted. If the transmission media is inoperative, the
entire burst will be transmitted and then the transmitting end will wait for a length of time specified by
TAQINTV before transmitting another burst. The transmitting end will keep alternating bursts with pauses
until the link comes up. In the illustrated embodiment, bursts with pauses are used instead of continuous
transmission to conserve power in the event the link is inoperative due to a hard failure.

The logic associated with retransmission of frames (not shown in figures) will turn off TOK if there
are too many consecutive transmission errors. Too many is defined by the register named TCERRCOK
(Table 3). If there is no ACK or NAK to a data frame (a frame of the general frame format that is carrying
data) within a time specified by the register TIO (transmit time out), this occurrence will be counted as a
transmission error. The reception of a NAK will also be considered a transmit error. TCERRCNT (Table 3)
is a count of the number of consecutive transmit errors. Also, if there are not frames received for longer
than the interval defined by the register TLTO (transmit link time out), TOK will be turned off.

In order for the remote end to track phase changes of the incoming data stream, a minimum level of
traffic is required. Steps 680, 690, and 700 guarantee this traffic by transmitting an NOP frame whenever
nothing has been transmitted for longer than the interval defined by the register TKAINTV.

Figure 10 shows the process at the receive end of a link. If FCS (frame check sequence) is OK on a
received frame, step 840 will zero the count of consecutive errors (RCERRCNT). Steps 850 and 860 turn
on the ROK bit and send a frame to the remote end that serves both as an ACK and to update the status of
the TOK bit (on the remote end). Steps 870, 880, and 940 update the TOK bit at the local end in response
to the state of the ROK bit at the remote end (as communicated via incoming frames). If there are too many
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consecutive receive errors (either incorrect FCS or time-out), steps 920 and 930 turn off ROK and put the

data sampling logic from tracking mode back into acquisition mode.
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Figure 10. Process on receive side of link used to keep track of link status.
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2.4 TRACKING THE INCOMING SIGNAL

Figure 11 shows the process executed by the state machine 47 during its tracking mode, which is
used after the acquisition mode has completed the initialization or fault-recovery process. Figure 12 is the
process followed to decide whether to update the amount of delay provided by each tap of the programma-
ble delay line; this decision is step 430. Figure 13 is the process for implementing step 520. In other words,
Figure 12 and Figure 13 are subprocesses to the main process in Figure 11.

During the acquisition mode the state machine is not aware of the frame boundaries, so all incoming
symbols, including idle symbols, are accumulated for finding the transition regions, with the exception of
the first bytes after a period of nothing being transmitted. During tracking mode, accumulation is only done
over data cells from trames that are verified correct by checking the corresponding FCS (frame check
sequence). This way the tracking process will not try to track noise during momentary outages. If it is not
practical to check the FCS in a particular embodiment, the state machine could accumulate over all sym-
bols except for the first ones after a period of no data. When the FCS is not being checked, accumulation
can also take place over idle symbols.

Step 410 (Figure 11) initializes registers RACNT (count of number of bytes have accumulated over)
and RATF (accumulate transition flags) in preparation for accumulation of transition flags over multiple
frames. Step 420 clears the transition flags, waits for the beginning of a frame, and starts the accumulation
of a single frame. Step 430 decides whether to update the value in the register RTAPDLY, which controls
the propagation delay provided by each of the programmable delays. Step 430 also waits for the end of the
frame. The process for making this decision is given in Figure 12. Step 431 of Figure 12 checks to see if
either of the two flags indicating that programmable delays should be changed (either up or down in prop-
agation delay) are set. If neither flag (RINCPD or RDECPD) is set, the decision is made not to change the
programmable delays. The flag RWUPD indicates that if the programmable delays are going to be
changed, an "update programmable delays frame sequence" should be used. Step 433 checks the header of
the frame currently coming in to see if it is the first frame of an update programmable delays frame
sequence. If it is, step 436 will wait for the end of this frame and step 437 will make sure the FCS is OK.

Step 450 (Figure 11) checks the FCS. If the FCS is OK, step 460 will OR the transition flags result-
ing from the previous frame into RATF (accumulate transition flags). Step 470 checks to see if enough
bytes have been accumulated over.

If step 430 decides to change the register RTAPDLY, step 490 updates RTAPDLY, changing the
propagation delay provided by the programmable delays. Step 490 also initializes RACNT, RATF, and the
transition flags in preparation for accumulation. Step 500 accumulates over RADCNTCD byte times. Step
510 ORs the result of step 500 into the register RATF. Step 520 executes the process given in Figure 13 in
order to update RTAPSAM (which tap from the delay line is being selected by multiplexer 23).

In Figure 13, steps 521,522,523, 524, and 525 find the length of a data cell in terms of the number
of taps in the same way that steps 240,250,260, 270, and 280 (Figure 7) do during the acquisition process.
Step 526 uses the criteria given in Table 6 to decide if it should set a flag (RINCPD or RDECPD)
indicating a desire for changing RTAPDLY. If RINCPD or RDECPD are being set and the flag RWUPD is
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set, step 527 will send a frame requesting the remote end to send an update programmable delays frame
sequence. Steps 528 and 529 wait until the end of the current frame (if there is one) then update the
RTAPSAM, which causes the multiplexer to select the tap in the center of the largest region of zeros.

In the illustrated embodiment, the programmable delays are changed just after the end of a frame if
they are going to be changed at all. After the programmable delays have been changed. it will frequently be
impossible to receive good data until after the multiplexer selection has been updated to select the appro-
priate tap in the programmable delay line. To prevent the loss of real data, the illustrated embodiment will
be operated with the bit RWUPD true. With this bit true, the receiver will send a frame to the transmitting
end requesting it to send an update programmable delays frame sequence whenever it detects the need for
the programmable delays to be changed. The transmitting end will respond with an update programmable
delays frame sequence, which consists of: an ACK frame with the ACKOP field set to UPD, indicating that
this is the first frame of an update programmable delays frame sequence; and enough ACK frames, with
ACKOP set to NOP, to allow the receiving end to accumulate transitions over the number of bytes speci-
fied by RADCNTCD (Table 4). The number ACK frames--with ACKOP set to NOP--transmitted as part
of an update programmable delays frame sequence is specified by the register TUPCNT (Table 3).

The act of changing the multiplexer 23 (Figure 1) might put a glitch on the data stream. Changing
the multiplexer could also cause a data cell or cells to be repeated or skipped by jumping over them in the
tapped delay line. Step 528 waits until the end of a frame before changing the tap selected by the multi-
plexer. Frames start with at least a two-byte preamble; even if a frame immediately follows the one after
which the multiplexer selection is changed, at worst some of the preamble will not be received properly.

In operation, the setting of the programmable delays is not expected to change very often after the
system has reached thermal equilibrium. When the programmable delays are changed, either transmission
time is given up while an update programmable delays frame sequence is transmitted or data will probably
be lost while the state machine decides where to sample the incoming data stream. For this reason the cri-
teria for changing the programmable delays is preferably very conservative. It tries to maintain the value of
RDCLEN between 8 and 12 taps of the delay line but gives oscillation avoidance a higher priority than
staying between 8 and 12.

For very low settings of the programmable delays, the jump-in delay (Table 2) from one setting to
the next is very large. If the criteria for changing the programmable delays were chosen to try to keep
RDCLEN between 8 and 12, the state machine might oscillate between two settings of the programmable
delay lines. For example, assume a signal with a data cell length of 5 ns (i.e., baud rate of 200 Mhz); if with
RDCLEN equal to 7 the programmable delays were changed from a setting of 1 to 0, RDCLEN would
increase to 1.8 (ratio of delay for N = 1 to N = 0) x 7 = 12.6. The state machine might measure RDCLEN
to be greater than 12 (which it is) and then decide to increment the setting of the programmable delay lines.
Hence the programmable delay lines would keep oscillating between a setting of 0 and 1. This problem is
solved by having different criteria for changing the setting programmable delays for low settings of the
programmable delays (see Table 6). Another solution would be to have finer control on the lowest settings
of the programmable delays; this was not practical with the circuit elements available and the requirement
to operate at the highest practical baud rates.
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Figure 14 gives some examples of how a waveform with RDCLEN = 12 might look in the tapped
delay line. Waveform 81 has a region of zeros that is only I tap wide. This signal is marginal-if the set-
ting of programmable delays were increased, the region of zeros might end up being less than one tap in
width, making it impossible to receive reliably. Although the signal with the region of zeros equal to I is
marginal, it shows the operation of the illustrated embodiment under extreme conditions. In this example
the transition region between two data cells is I I taps wide. Waveforms 82, 83, and 84 illustrate what other
waveforms with RDCLEN = 12 might look like.

Figure 15 gives some examples of how a waveform with RDCLEN = 24 might look in the tapped
delay line. The state machine will try to get two complete data cells in the delay lines. In cases such as
shown in waveform 92 of Figure 15, where there is a single region of zeros 95 near the cer.Ler, the state
machine cannot measure the width of a data cell. In this case, step 524 (Figure 13) will be trying to mea-
sure the distance between the centers of two regions of zeros; since it will not find a second region of zeros,
it will set RDCLEN equal to 24 (it is just by happenstance that in this example 24 is the correct value). If
possible, the state machine will increase the value of the programmable delays. If the programmable delays
are already at their maximum setting, in the case of waveform 92, the state machine will still be able to find
the center of a region of zeros, properly sampling the data stream.

Waveform 94 in Figure 15 has a "region of zeros" 96 that is 12 taps wide and is split into two subre-
gions; therefore, the state machine will see it as two different regions of zeros, one 7 taps wide and one 5
taps wide. The sampling point will be picked as the output of tap 3. The optimum sampling point, at the
center of the data cell, would be the output of either tap 0 or 1. Although the optimum decision is not being
made, there should be no trouble receiving good data in this situation. In this situation it is important to
accumulate transitions over enough data (i.e., RADCNT large enough) that the actual regions of transitions
are not significantly larger than the ones that the state machine finds. If the accumulation is over a small
number of bytes, it is possible that the full extent of the region of transitions will not be found; as a conse-
quence, the sampling point picked could be within the region of transitions, causing data to be lost.

Assume that the illustrated embodiment is fabricated with circuit elements that have a variation in
their propagation delays of between .65x and 1.8x over process variation, temperature, and supply voltage.
The minimum reliable baud rate, under worst case conditions, will have RDCLEN = 24 with the program-
mable delays at their maximum settings and the propagation delay of the underlying components at their
minimum (factor of .65x typical). This comes out to be: 24 (RDCLEN) x 4.09 ns (max programmable
delay setting) x .65 (factor for variation in propagation delay of circuit elements) = 63.8 ns, which corre-
sponds to 15.7 MHz. In reality, one could operate more slowly so long as the region of zeros is large
enough that some of it is always in the delay line. Operation with RDCLEN greater than 24 should be
avoided.

If the region of zeros is more that 25% of the data cell, a waveform with RDCLEN = 4 could be
properly sampled. The maximum baud rate, under worst case conditions, for which this is true is: 4
(RDCLEN) x .4 ns (minimum programmable delay setting) x 1.8 (factor for variation in propagation delay
of circuit elements) = 2.88 ns, which corresponds to 347 MHz. This may not be the limiting factor. The
critical path is the propagation time out of the D flip-flops 27 (Figure 1) through the XOR gates 41
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(Figure 3), followed by the setup time to the JK flip-flops 43 (Figure 3). This comes to ( 1.39 us + .51 ns +
.44 ns) x 1.8 = 4.19 ns, which corresponds to 238 MHz.

Note that the numbers used for propagation delays in the embodiment given here are not based on an
actual layout of the circuit elements presented. Whern the circuit is actually laid out, the capacitive loading
will change the numbers somewhat. The numbers given here are intended to be representative for the illus-

tration of principles, though. It is intended that the illustrated embodiment, if fabricated in a process corre-
sponding to the numbers given here, could be operated reliably with data rates of between 20 and 2W()
Mbaud.

TABLE 6

Criteria for Changing Programmable Delays for the Illustrated Embodiment

Value of RTAPSAM Value of RDCLEN Actiont

RTAPDLY = 1 RDCLEN < 5 Set DECPD

RTAPDLY = 2 RDCLEN < 6 Set DECPD

RTAPDLY = 3 RDCLEN < 7 Set DECPD

RTAPDLY = 4 OR RTAPDLY RDCLEN < 8 Set DECPD
>4

RTAPDLY < 9 OR RTAPDLY RDCLEN > 12 Set INCPD
=9

* This table is referenced as part of the process specified by Figure 13.

t The action is taken if both the conditions for the value of the RTAPSAM and the value of
RDCLEN are met.
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Figure 12. Process used to update RTAPDLY, called by 430 in Figure 11.
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Figure 13. Process used to update RTAPSAM, called by 520 in Figure 11.
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Figure 14. Transition flags that might be set in response to data cells equal to 12 taps.
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Figure 15. Transition flags that might be set in response to data cells equal to 24 taps.
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3. ADDITIONAL EMBODIMENTS

Some systems may have a totally different phase for each frame but a data clock that is nearly the
same frequency. A system with a single data clock and multiple potential transmitters on the same bus is an
example. In this case the state machine could oe designed to accumulate transitions over some of the pre-
amble and use this information to set the sampling point before the start of the actua data. Accumulation to
update the value of RTAPDLY ,the propagation setting for the programmable delays 250 through 2 5 N-i)

could be done during the data portion of the message with the programmable delays being updated just
after the end of a frame-so that changing the programmable delays does not cause any ,data Lo be lost.

In a system with multiple potential transmitters where all the transmitters are at the same data rate, a
multiplexer can be used to switch the input from the received data stream (10 Figure 1) to a calibration
waveform. The calibration waveform is then used to set the value of RIAPDLY. The process of setting
RTAPDLU with a calibration waveform instead of data is much simpler-the calibration waveform should
have almost no jitter. This technique, as well as the one for tracking phase described in the next paragraph,
can be used to receive Ethernet data. For information on obtaining further documentation concerning an
embodimeit for Ethernet, see Appendix A.

The illustrated embodiment is designed under the assumption that phase changes between the data
and its clock are relatively slow--the phase does not change significantly over multiple frames. In a sys-
tem wherein the phase is changing more rapidly, the state machine could be designed to accumulate over a
fraction of a frame and then update the sampling multiplexer immediately instead of waiting until the end
of a frame. With such a scheme, the sampling point might be updated many times during the course of a
single frame. In this case it would be important to change the sampling point in such a way that the data
stream is not disrupted. This is not a problem with the illustrated embodiment because that embodiment
waits until just after the end of a frame to change the sampling point.

In a scheme where the sampling point is updated many times during a single frame, tracking of the
delay being provided by each tap of the delay line can be accomplished by updating the value of RTAP-
DLY just after the c -J of a frame, using the preamble of the next frame if necessary to adjust the sample
point. Alternatively, sample point adjustment could be performed during the frame after a change kTAP-
DLY. This would require accepting a loss of data. knowing that the protocol will request retransmission of
lost frames. RTAPDLY should not need to be changed very often.

In the case of a system in which the data rates are significantly different for each frame, the state
machine could be designed to reacquire the signal for each frame. In this case, the value of RTAPDLY and
the sampling point could both be selected during the preamble.

In a system that is not checking the FCS before using accumulation data, it may be desirable to make
the changing of the programmable delay lines more immune to noise. This can be done by requiring the
state machine to make N consecutive decisions in a row (all pointing to the programmable delay lines
being changed in the same direction) before the programmable delay lines are actually changed.
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In systems where it is desirable to save power, a data detect circuit can be added to detect whether
there is data coming in on signal 10 (Figure 1). This data detect circuit could be used to gate the data clock
II off to the remainder of the circuit when no data is coming in. The data detect circuit may be imple-
mented using a copy of this clock that is not gated off.
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APPENDIX A
LICENSING INFORMATION

There is a patent pending for this device. Assuming that the patent is granted and the title (of the
patent) does not change between now and when it is granted, the title will be "Data Sampling Circuit for a
Burst Mode Communication System." Those interested in obtaining a license to MIT's patent rights should
reference MIT Case No. 6122L and contact:

MIT Technical Licensing Of ,ice
28 Carleton St., Room E32-300
Cambridge, MA 02139
MIT case #61221-
617-253-6966

A document is available that gives a detailed description of an embodiment of this device adapted to
Ethernet. To obtain a copy, contact the MIT Technical Licensing Office at the above address.

There may be some consulting services available for adapting this device to your particular needs.
For additional information, contact the MIT Technical Licensing Office at the above address.
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